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ABSTRACT
Machine Learning (ML) - enabled systems capture new frontiers
of industrial use. The development of such systems is becoming a
priority course for many vendors due to the unique capabilities of
Artificial Intelligence (AI) techniques. The current trend today is to
integrate ML functionality into complex systems as architectural
components. There are a lot of relevant challenges associated with
this strategy in terms of the overall system architecture and in
the context of development workflow (MLOps). The probabilistic
nature, crucial dependency on data, and work in an environment
of high uncertainty do not allow software engineers to apply tradi-
tional software development methodologies. As a result, there is a
community request to systematize the most relevant experience in
building software architectures with ML components, to create new
approaches to organizing the process of developing ML-enabled
systems, and to build new models for assessing the system qual-
ity. Our research contributes to all mentioned directions and aims
to create a methodology for the efficient implementation of ML-
enabled software and AI components. The results of the research
can be used in the design and development in industrial settings,
as well as a basis for further studies in the research field, which is
of both practical and scientific value.

CCS CONCEPTS
• Software and its engineering→ Requirements analysis; Software
design engineering; Design patterns; Software design tradeoffs.
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1 INTRODUCTION
Machine learning (ML) engineering is an emerging field of research
that lies at the intersection of software engineering and artificial
intelligence (AI) development. Great interest in this area from the
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scientific community, practitioners, and industries has been ob-
served in recent years due to the dynamic spread of AI techniques
in various fields. This PhD project strives to obtain the most rele-
vant experience in the field of ML engineering, which includes an
analysis of grey and white literature.

The current trend today is to integrate ML functionality into
complex systems as architectural components [9]. Following this
trend, many practitioners face a number of challenges due to AI
specifics. There are several still unresolved issues associated with
both the unstable quality of architectural solutions and the relatively
low efficiency of the development process [4].

To address architectural challenges, the main emphasis of the
research is put on Component-based Software Engineering (CBSE)
of ML-enabled systems. The CBSE promotes software development
through construction from existing software components, the de-
velopment of components as reusable entities, and system evolution
realization by the customization and replacement of components
[18]. The operational side of software engineering of ML-enabled
systems, known as Machine Learning Operations (MLOPs), is also
of particular interest for this research. MLOps is a set of principles
and practices adopted from Development Operations (DevOps) and
applied to the development of machine learning systems [1].

Previous studies were conducted to identify current issues in
CBSE of AI-enabled software. There were a systematic literature
review [12], a multi-vocal literature review from leading AI com-
panies [11] and case studies in Swedish companies [10]. These
works identified a wide range of challenges that can be classified
into several categories from technical to organizational: problems
in mixing data and code in version management and dependency
management, prediction non-linearity, problems in the inability to
ensure quality assurance, unreliable project planning, etc. Based
on the results, it was concluded that several challenges have been
experienced, but the overall solution for seamless continuous de-
velopment, integration, deployment, operations, and evolution is
still missing. The goal of this PhD project is to address this gap.

Themain researchhypothesis: "The approaches from component-
based software engineering (both technical and operational) can
be tailored for solving the architectural challenges created by AI
specifics".

1.1 Related work
Nowadays, we are witnessing the dynamic growth of scientific ac-
tivity in the field of ML-enabled software engineering. Some works
describe how the engineering of AI-based systems is implemented
in separate companies. Amershi et. al [2] shared the experience of
Microsoft and highlighted the need for detailed studies of CBSE
for ML-enabled systems, Google software engineers [15] presented
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their observations and emphasized the crucial role of hidden techni-
cal debt consideration in MLOps, SAP and Polytechnique Montreal
[14] reported some recommendations for building ML applications
and highlighted "a growing need for a consolidated set of guidelines
regarding software engineering for machine learning".

Some authors conducted systematic literature reviews and con-
cluded that "mature tools and techniques are missing to engineer
ML systems" [5], the application of software design patterns to
AI-based systems needs deeper investigation [22] and the existing
fundamental differences between the development of traditional
and ML-enabled software requires systematic study of correspond-
ing software architectures [20]. An analysis of related work in the
research area has shown the emergence of an increasing number
of high quality papers, that identify practical and theoretical chal-
lenges in constructing AI-based systems and describe special cases
of their solution [6, 7, 13, 16, 21]. However, most studies continue to
highlight the need for in-depth research continuation and system-
atic exploration of the problems and possible decisions associated
with the design of ML-enabled system architectures. There is an
in-demand request for system-level common recommendations
that would be relevant for the majority of ML-enabled solutions
or divided by certain types of ML solutions (e.g. Deep Learning
(DL)-based, Reinforcement Learning (RL) - based etc.).

Therefore, the research problem is formulated as "the lack of
systematic work that brings together relevant scientific and prac-
tical experience in building architectures for ML-enabled systems
and organizing the process of ML-enabled software development".

2 CONTRIBUTIONS
The main result of the research will be a new multifaceted approach
to the design and development of ML-enabled systems. The project
examines ML-enabled software engineering from different angles,
however, all research contributions are united by one goal - increas-
ing the quality of the development. Moreover, each subsequent
contribution uses the results of the previous one as an input to
obtain a new result. The approach will include the identification
of common indicators for quality assurance (qualitative side); the
design of a quality-driven reference architecture to achieve quality
attributes identified above built on the most relevant practical and
scientific experience and tested in industrial settings (architectural
side); and the development of guidance for ML-enabled software
engineers built on the best practices from experts for effective
implementation of reference architectures (operational side). The
description of contributions can be found below:

Common Quality Model of ML-enabled systems. A systematic
white literature review in the field of ML-enabled software architec-
tures identified a critical need to create a model that describes the
quality of such systems and considers their specificity. More than
60 scientific papers were analyzed to exclusively identify quality
attributes of ML-enabled systems. It is planned to test the relevance
and adequacy of this model in industrial conditions through an ex-
pert interview and assessment. An initial evaluation of this model
was conducted during its demonstration at the Swedish Require-
ments Engineering Meeting (SiREN 2023) and got positive appraisal
from practitioners. The resulting model was descriptive according

to DAP classification [19]. It was included in a scientific paper enti-
tled "Architectural Tactics to Achieve Common Quality Attributes
of Machine-Learning-Enabled Systems" that was submitted to an
International Conference in December 2023 [8].
Quality-driven Software Reference Architecture. To achieve
the identified quality attributes, various architectural tactics (ATs)
were studied. In the absolute majority of cases, quality trade-offs
arose (for example, architectural tactics can improve the model
accuracy, but worsen resource efficiency). The study of ATs and
trade-offs was also included in the systematic literature reviewmen-
tioned earlier [8]. In the course of further research, it is necessary to
explore design patterns and component models of existing AI-based
solutions, as well as their relationship with quality attributes. The
results of the study will be combined into reference architecture of
ML-enabled systems, which can serve as the primary template for
software engineers to architecturally achieve certain qualities. In
the context of our project, the reference architecture corresponds
to "Type 1" (Low-level) according to classification by Angelov et.
al [3]. It remains to be explored whether it can be domain- and
model-type-independent. If it is not, the development of several
reference architectures is possible. The resulting reference architec-
ture(s) will be evaluated by interviews with experts and relevant
case studies.
Modelling Guidance for Software Architects. A significant
part of the studied industrial experience can describe not only the
architectures but also the process of their creation. It includes sev-
eral organizational decisions, guidelines, and tooling. The collected
experience can be compiled into guidance for software architects
in the field of ML-enabled systems. This guidance is planned to
be presented as a collection of best practices, which will give the
architects flexibility in organizing the process. They will be able
to use separate best practices as components of their own project
without forcing themselves into a strict process model. In addition,
various possible implementations of automated tools for supporting
software architects based on the guidance are considered: modeling
assistants, automated techniques for enforcing the correct imple-
mentation of reference architecture, and validation of conformance
of the implemented system’s behavior to architectural decisions
based on run-time data. The results will be evaluated by a focus
group of practitioners.

3 CONCLUSION
The results of this research can be considered as an extension
to the Software Engineering Body of Knowledge (SWEBoK) [17]
that explores the specifics of machine learning development in the
context of overall system design. This PhD project contributes to
the following SWEBoK’s Knowledge Areas: Software Design, Soft-
ware Engineering Management and Software Engineering Process,
Software Quality, and Software Engineering Professional Practice.
Other knowledge areas are left out of scope due to the time frames,
however, they have great potential for further studies.
Acknowledgement. The author wishes to thank the reviewers
for their constructive and high-quality feedback and his scientific
supervisors Daniel Strüber and Rebekka Wohlrab for their constant
support and guidance in running this PhD project. The author also
expresses special thanks to the entire team of the CSE Department.
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